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DESIGNING A SYSTEM OF MORPHOLOGICAL ANALYZER
OF THE UZBEK LANGUAGE

Bakaev 1.1.
i.1i.bakaev@buxdu.uz
Bukhara State University,
705018, Muhammad Ikbol 11, Bukhara, Uzbekistan.

A brief review of existing morphological analyzers for agglutinative languages is given.
An architecture of a morphological analyzer for the Uzbek language is proposed, an
object-oriented model and a diagram of which are described using UML(Unified Modeling
Language)”.
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1 Introduction

The morphological analyzer is an integral part of solving the subtasks of search engines
(machine translation, information retrieval, information extraction), electronic libraries,
archives, question-answer systems and workflow. The morphological analyzer is software
that solves a number of complex tasks, such as determining grammatical features, stems,
lemmas, morphemes and parts of speech of the word form Fig.1.

Kitab

Kitoblarimizda morphological
> analyzer

N+PL+1pPL+CA
kitob+lar+imiz+da

words

Kitob+lar+imiz+da

Figure 1 Formal scheme of the morphological analyzer.

There are many approaches to building a morphological analyzer: state machine, state
machine with output, deterministic acyclic state machine, rule-based approaches, corpora,
templates, two-level morphology and hybrid approaches. Based on them, a lot of ready-
made solutions for groups of inflectional and agglutinative languages of the world have
been created Fig.2.

Only a certain number of these natural languages are provided with the necessary
linguistic resources and morphological analyzer tools for natural language processing.
Most scientific research is based on a combinatorial mixture of several morphological
approaches. Since in the article we will design a morphological analyzer on the example
of the Uzbek language, some studies related to agglutinative languages are described
below.
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Languages of the world

/ Yo

Inflectional Aglucative
Russian Uzbek
Ganman Jlapanese

Polish Tatar
Spanish Kazakh
Italian Kyrgyz
Arabic Turkish
Persian Koroan

Figure 2 List of inflectional and agglutinative languages of the world.

2 Related works

A number of scientific works are being carried out on such languages as Turkish,
Kazakh, Turkmen, Uzbek, Kyrgyz, Tatar, belonging to the family of Turkic languages,
and are included in the group of agglutinative languages.

In scientific papers on the Turkish language, morphological analyzers such as TRmorph
[1] and TRMOR |2] have been developed , based on the two-level morphology approach,
which are implemented using SFST . TRmorph consists of three components: a state
machine represented by regular expressions, a set of phonology and spelling rules, and
a dictionary of 37,101 words belonging to 9 categories of parts of speech. The lexicon
of the TRMOR morphological analyzer is compiled from the Wikipedia resource. When
TRMOR and TRmorph were tested using 108 words, TRMOR gave 72% accuracy and
TRmorph gave 38% accuracy [2].

The authors of [3] also described a morphological analyzer of two-level morphology
for the Turkish language, which consists of five modules: a finite state machine with an
output, a rules engine for suffixes (a file in .xml format), a lexicon (database), a data
structure in the form of a tree, and a type cache LRU (least recently used). The lexicon
consists of 54,000 words, of which 19,000 are nouns.

In studies [4], [5], morphological analyzers based on the rules for the Kazakh language
were developed. To implement the rules of alternation and morphotactics (the set of rules
that define how morphemes (morpho) can touch (tactics) each other) of two-level mor-
phology, a state machine with the output of Foma (a finite-state compiler and C library)
and XFST (Xerox Finite State Tools) is used. The main function of the morphological
analyzer is disambiguation for the Kazakh language, which is a variation of the Brill
tagger.

Also, for the Turkmen language [6], a morphological analyzer was developed with the
approach of two-level morphology. The grammatical rules of the language are imple-
mented using a state machine of the XFST type. The authors outlined [7] the design
and development of a software package that includes linguistic resources (thesauri and
ontologies) and text processing tools (word form generator, morphological analyzer and
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morphological word disambiguation tool) based on the corpus approach for the Kazakh
language.

The article [8] describes the developed morphological analyzer for the Kazakh, Tatar
and Kumyk languages. To implement morphotactic rules, a state machine like HFST
(Helsinki Finite-State Toolkit) is used. The total number of words in the lexicon for the
Kazakh language is 11224, for Tatar - 10737, for Kumyk 4845 words.

In this article [9] a morphological analyzer tool for the Uzbek language called MorphUz
is discussed. MorphUz works on the basis of a two-level morphology approach, this
approach can determine the stem of words [10] and analyze suffixes.

The study [11| developed a morphological analysis tool UZMORPP for the Uzbek lan-
guage. The tool includes morphotactic and morphophonemic rules of the Uzbek language,
which is implemented using logic programming in the Prolog programming language.

In the work [12] an electronic dictionary of Uzbek word endings was proposed to
determine the morphological bases of words. The electronic dictionary was analyzed
using the Kazakh morphological analyzer of the stemming type [13], [14].

Although the works presented above provided important fundamental and practical re-
sults, they were not designed as a complete system for morphological analysis. Therefore,
the purpose of this task is to design systems for all tasks of the morphological analysis of
the Uzbek language.

3 Theoretical analysis

The vocabulary of the Uzbek language is constantly updated with new words. Re-
plenishment occurs through the formation of new words with the help of affixation and
composition. Affixation and composition are the main ways of forming words. The affixal
way of forming words is the most productive in the Uzbek language. In this way, new
words are created by adding derivational affixes to different types of bases. The composi-
tional method is the creation of new words by combining two or more stems. As a result
of the above two methods, the following types of words are formed in the Uzbek language
in terms of structure and formation Fig.3.

Types of words in the Uzbek language by structure

—_—

. ompound . repeated
smpile words . a1 L. pairedwords ity
L ¥ "
[E o glnsas ) ikt By
T i el (fun) e
#
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Heres —«  aobibock) Bk |chidhosd]

Figure 3 Types of words in the Uzbek language according to their structure.

There are six independent parts of speech in the modern Uzbek language: noun,
adjective, numeral, pronoun, verb, adverb. Each part of speech in structure has the
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above types of words. Based on the above theoretical information, we have identified the
following entities:

— words;

types of words;
parts of speech;
— affix;

— types of affixes.

Next, we define entities for the tasks of the morphological analyzer. These include the
following;:

— Splitting text into tokens;
— Definition of the basis of words;
— Definition of morphemes and grammatical features.

4 Formulation of the task

Taking into account the analysis carried out, the following tasks are solved in the
article:

— Development of a class model for a morphological analyzer;
— Building a use case diagram for specific user groups.

5 Solution method

Based on the above theoretical material, we determine the following classes in Fig. 4:

AffixType ey F‘usTa.;i;mphlm

L
1

[]
-

Aftix Token

e ow - - -

i

'

F

Figure 4 Object-oriented model of the morphological analyzer.

"BaseEntity"is an abstract class, all classes inherit from this class. This class consists
of fields representing an identifier (id) and a value (value).

"Words"is a class representing the "Word"entity. The class has its own "WordParent
"field to determine what word it was created from.

"Word type"is a class that represents the entity "Type of words". "Affix "is a class
that represents the "Affixes"entity. "AffixType "is a class that represents the "Affix
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Types"entity. "LexCat "is a class that represents the Lexical Categories entity, that is,
parts of speech.

All classes represented in class diagrams are inherited from the BaseEntity class. Fields
inherited from the BaseEntity class are sufficient for "WordType "Affix "AffixType "Lex-
Cat"classes. Therefore, these classes do not have their own fields. These fields can be
used to store the name of the word type, affixes, affix types, lexical categories and their
identifiers.

"Word LexCat"is a class that represents the relationship between the "Words"and
"LexCat"classes. The link between the "Words"and "LexCat"classes uses an additional
class "Word LexCat"to avoid homonymy of some words.

The link between the Affix and LexCat classes uses the Affix LexCat class to de-
fine homonymous suffixes. "Stem"is a class that represents the "stem"entity. The class
consists of the following fields and methods:

— "OrfoTypeWord method for determining the type of a word;

— "StemmingWordW2 a method that finds the stem of a word (stem) of type wg ;

— "StemmingWordW3W4 method for finding stems (stems) of words w; and wy;

— the "StemmingWordW5"method, which finds the stem of a word (stem) of w,;, type;

— the "StemmingWord"method, which finds the stem (stem) of words of type wg, wy,
and wpsy;

— "Lemmatization a method that converts word forms into a type lemma wy;, ws, and
Wpsys;

— "isprefix a method that determines whether the word has a prefix or not;

— '"prefixLen method for determining prefix length;

— "ReadRule"—- method for reading rules;

The algorithms of the StemmingWordW2, StemmingWordW3W4, StemmingWordW5
and StemmingWord methods were implemented in [15] earlier.

"Token"is a class that breaks text into words. The class contains the "Tokenlash" [16]
method , which splits the text into words.

"POSTagMorphem'is a class that defines a word into morphemes and morpheme
properties [17]. The class consists of the following methods:

— "isbelogswordlang a method that checks if a word belongs to a language;

— "POSTaggingMorphemic method of marking affixes with grammatical tags;
— "MorphemicList a method that generates a list of affixes;

— "MorphemicTypeList a method that generates the type of affixes;

The "POSTagMorphem"class uses a "Dependency"relationship with the classes "Af-
fixType "Affix"and "WordType that is, as input and output values. Next, we will build
a use case diagram for certain user groups. The following groups of users can be distin-
guished for the morphological analyzer system:

— users (student, teacher, API user) - can conduct a morphological analysis (tasks to-
kenization, definition of word stems, morphemes and grammatical features) of words
using the system Fig.5.

— - expert linguist - a specialist in the field of computational linguistics who can perform
the CRUD operation (an abbreviation of the English words create, read, update,
delete) Fig.6.
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Morphological analyzer 1

inc - include

Figure 5 Diagram option using morphological analyzer for users.

Morphological analyzer

oy

Figure 6 Diagram option using morphological analyzer for expert linguists.

6 Results

Based on the application of the developed morphological analysis of the Uzbek lan-
guage words for text queries in the Uzbek language when searching for information re-
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sources in the electronic library system of the Bukhara Regional Information and Library
Center named after Abu Ali ibn Sino and in the information resource center of the Bukhara
State University, it is possible to reduce time and labor costs for 9-11% when performing
the operations of compiling bibliographic descriptions of documents in the Uzbek lan-
guage in the electronic catalog system due to automatic correction of spelling errors and
the issuance of the correct spelling of words.

7 Conclusion

According to the results of the scientific research analysis presented in the work, associ-
ated with the creation of a morphological analyzer for the Uzbek language that belongs to
the family of agglutinative languages, models of classes of a morphological analyzer have
been developed, and a diagram of the use case of a morphological analyzer for certain
user groups has been built.
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IIpuBenen kpaTkuii 0630p CYIIECTBYIONIUX MOPMOIOTTIECKIX aHAJIN3ATOPOB JJIsd ar-
[JIIOTUHATUBHBIX S3bIKOB. [Iperioxken apxurekTypa MOPQOIOrHIecKOro aHaIn3aTopa
JUIst y30EKCKOTO S3bIKa, 00HEKTHO-OPHEHTUPOBAHHAS MOJIE/Ib U JUarpaMMa BapUaHT WC-
MIOJIb30BaHNU KOTOPOro omnucana mpu momormu UML.
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